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Introduction

Next year...

Despite developing SOPHISTICATED BEHAVIORAL MODELS, memory researchers are 
STRUGGLING to understand the NEURAL UNDERPINNINGS of episodic memory.

Renegade “computer scientists” work FEVERISHLY to develop MACHINE LEARNERS
to quickly & efficiently process HUGE text corpora.

The UNSTOPPABLE BRAIN-BLOB grows in [statistical] power; its
thirst for EVIL knows no [evidence lower] bounds!

Amidst this chaos, a GROTESQUE hybrid model is born.  Neither fully man nor fully machine, to those brave
souls who dare speak of its existence, it is known only as...

If one could somehow HARNESS the power of 
the FLUX CONTEXT-TRACKER...
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Temporal Context Model

I can understand
LAG-CRPs and SPCs,
but what’s happening
in the BRAIN?!?

gene      0.04
dna       0.02
genetic   0.01
...

evolve    0.01
organism  0.01
...

life      0.02

brain     0.04
neuron    0.02
nerve     0.01
...

data      0.02
number    0.02
computer  0.01
...
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a     topic sparsity parameter

q
d   

topic proportions for document d

z
d,i  

topic for word i in document d

x
d,i  

word i in document d

B
k
   topic k (a distribution over words)

D    number of documents

I    number of words in each document

K    number of topics

Latent Dirichlet Allocation

Each TOPIC is a
distribution over
words in the 
vocabulary; each
DOCUMENT
expresses a
mixture of
TOPICS; each
worker bee is
a distributor of
honey...
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e      voxel noise parameter

y
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brain image during trial t

w
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source j’s weight on topic k

q
t
     topic vector for word t

m
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   mental context during study of word t

m
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   mental context during recall of word t
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source j’s center location
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source j’s width

T      number of trials

J     number of sources

k     number of topics
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Temporal Context Model-
Topographic Latent Source
Analysis: TCM-TLSA
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Topographic Latent Source Analysis
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source j’s weight during trial t
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I pledge my allegiance
to the SKYRA.  Be my
MIND your VESSEL, my
data your SUSTENANCE.
If I shall sleep, may my
dreams be only of the
stimuli you present,
and my responses still
good and true...
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decoding model of DOOM

I observe EVERYTHING; no variable*
remains hidden to ME.  INFINITE
POWER is MINE-- MWAHAHAHA!
*some restrictions may apply
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The HOLY GRAIL

- The context tracker provides a moment-by-moment es-
timate of the state of mental context during an experi-
ment

- This allows researchers to measure how context drifts 
in response to each presented stimulus, and to observe 
how mental context behaves just prior to recall

- We can use this framework to resolve ambiguities in 
the behavioral data and to study the neural basis of 
context and episodic memory

The amazing
“CONTEXT

TRACKER!”

Meanwhile in a WINDOWLESS office hidden
deep within the BOWELS of Princeton...


