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INTROLPUCTION

= TRADITIONAL APPROACHES ESTIMATE FUNCTIONAL
CONNECTIVITY USING FAIRWISE CORRELATIONS BETWEEN
VOXEL TIME SERIES.

— THIS FORCES SCIENTISTS TO FOCUS THEIR ANALYSES ON SEED
REGIONS OoR REGIONS OF TNTEREST.

I occupry GIGABYTES oF
MEMORY, MAKING ALL 8UT
THE MOST TRIVIAL COMPUTA—
770NS INTRACTABLE—
MWAHAHAHAS

I KNOW A PATTERN IN
THESE CONNECTIVITY PAT-

TERNS EXISTS, BUT THE SHEER
NUMBER OF CONNECTIONS
7S DRIVING ME MAD!
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CONNECTIVITY MATRIX

SCITENTIST

BRILLTANT NEUROSCIENTISTS TOILING IN HIDDPEN UNDER-
GROUND LABORATORIES STRUGGLE TO COMFREHEND THE
BRAIN'S VAST NETWORKS OF FUNCTIONAL CONNECTIONS...

— THE FULL CONNECTIVITY

MATRIX IS HIGHLY RE-
DUNDANT, szncE FMRT
IMAGES CONTAIN STRONG
SPATIAL CORRELATIONS.

= WE CAN LEVERAGE THIS IN-
TUITION BY APPROXIMATING
THE FULL BRAIN NETWORK
WITH A SIMPLER K—NODE
NETWORK.

- WE USE A FACTOR ANAL-
YSTS MODEL TO DETERMINE
THE OPTIMAL NODE SIZES AND
LOCATIONS.

SIMPLIFTED
NETWORK

MODEL INTUITION
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FACTORIZING AN FMRI DATASET

AGAINST ALL ODDS, A TEAM OF MISFI7T REBELS, PREvVT-
OUSLY THOUGHT TO HAVE BEEN LOST IN PEER REVIEW, MAKES
A STUNNING prscoveERY”

METHODPS

- WE USE FANCY BAYESTAN INFERENCE ALGORITHMS TO
EFFICITENTLY OPTIMIZE THE NODPE LOCATIONS, SIZES, AND PER—-
IMAGE WEIGHTS.

ORIGINAL

TOPOGRAPHIC FACTOR ANALYSIS

RECONSTRUCTION

E VOXEL NOISE PARAMETER
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NODE INITIALIZATION

AN ALL—-POWERFUL RENEGADPE AGENT, KNOWN ONLY AS
“HITFA,” QUICKLY REDUCES EVEN THE MoST HIGH PIMEN-
SIONAL CONNECTIVITY PATTERNS TO A K—NODE NETWORKY

— WE EXTEND THE MODEL TO MULTIT-SUBJIECT DATA BY MODELING
EACH SUBJITECT-SFPECTFIC MOPEL AS A PERTURBATION OF A
GLOBAL TEMFLATE.

— OUR ALGORITHMS EASILY SCALE TO ENORMOUS pATASETS
wIrH HUNPREDPS oF THOUSANDPS OF TMAGES.

Al
prenet

HTERARCHICAL FRAMEWORK

FULLY SCALABLE

HTFA DECIMATES PREVIOUWSLY INTRACTABLE mMuLTT-

SUBJIECT DATASETS WITH THE CARELESS EASE OF A SAMURAT

WARRIOR.

RESULTS

FACE/SCENE DATASET. ConNEC-
TIONS THAT WERE RELIABLY STRONGER
WHEN SUBJECTS VIEWED FACES (BLUED
AND SCENES CRED.

TASKS PATASET. CONNECTIONS
WHOSE STRENGTHS RELIABLY DISTIN-
GUISHED BETWEEN ANY PAIRS OF
TASKS ARE SHOWN IN RED.

NOUNS PATASET. CONNECTIONS
WHOSE STRENGTHS RELIABLY DISTIN-
GUISHED BETWEEN ANY PAIRS OF CAT-
EGORIES ARE SHOWN IN RED.

HAvING SOLvED THE DEEFP MY STERIES OF THE BRAIN,
HTFA TURNS ITS CUNNING WIT UPON ITS CREATORS—— ITS
THIRST FOR PATA wIllL ONLY BE QUENCHED BY FREEDOM?!
- OUR MATLAB TO00LBOX SUPPORTS
MOST COMMONLY USELP TMAGE FORMATS.

- WE INCLUPDE FUNCTIONS FOR HYPOTHESTS TESTING AND
CREATING BEAUTIFUL FIGURES.

- AMAZING RESULTS GUARANTEED, OR YOUR MONEY 8Aack?
- WHY NOT GIVE IT ATRY

MADE TN

EASY TO USE
NEW JERSEY

WELL DOCUMENTED

HTFA 7S SET FREE UUPON AN UNSUWUSPECTING WORLD AS A
MATLAB TOOLBOX., WTLLTHIS BE THE ENDPZ FIND OUT

MORE AT PRINCETON.EOU/~MANNINGS...



