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Initializing source locations and widths.  We use 
“hotspots” in the neural images to estimate the locations and 
widths of the sources.  We can then solve for the source 
weights using linear regression.  Honing the parameter esti-
mates.  We use a scalable stochastic variational inference-
based fitting procedure to hone the parameter values given 
the observed neural and behavioral data.

Fitting the models

Towards a unified model of corpora and cognition.  Our ap-
proach attempts to infer the evolving state of mental context 
using text, behavioral, and neural data.

Experimental methods.  Participants in an 
fMRI scanner view 60 words, repeated 3 times 
each.  They then study and freely recall 12-item 
lists of the same words.
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Memory experiment

Context-based theories of memory posit that 
items on a studied list become associated with the 
mental contexts in which they are experienced.

We present a framework for tracking the neural 
correlates of individual items6 and the contexts in 
which they are experienced,5 during individual 
study and recall events.

Overview & experimental methods
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Context-based theories of memory.  Context drifts gradually 
over time and becomes associated with each experienced event, 
giving rise to the contiguity effect in free recall.
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Model of neural activity

Topographic Latent Source Analysis.  Neural patterns are 
represented as linear combinations of spherical sources.2,4  Unsu-
pervised (top) and supervised (bottom) equations are shown.
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Model of mental context

Temporal Context Model.  Mental context vectors are weighted 
averages of topic vectors for studied and recalled words.3,8

xs,n    word studied during trial n
xr,m   word recalled during trial m
Ψs,n   mental context during study of word n
Ψr,m  mental context during recall of word m
Ψs,m* mental context associated with the mth recalled
        word during study

Study
xs,n-1 xs,n xs,N-1

Ψs,n Ψs,n+1 Ψs,N

Recall

Ψs,N Ψr,m Ψr,m+1

Ψs,(m-1)* Ψs,m*

xs,mxs,m-1

Model of word meanings

gene     0.04
dna      0.02
genetic  0.01
.,,

evolve   0.01
organism 0.01
.,,

life     0.02

brain    0.04
neuron   0.02
nerve    0.01
...

data     0.02
number   0.02
computer 0.01
.,,

Topics Documents
Topic proportions 
and assignments

Latent Dirichlet Allocation.  Topic vectors are derived by analyzing a collection of documents.1  LDA entails fitting 
the latent (lightly shaded) variables given the observed (darkly shaded) words in the documents.

D I K

ɑ d
zd,i xd,i βk

ɑ     topic sparsity parameter
d    topic proportions for document d
zd,i   topic for word i in document d
xd,i   word i in document d
βk    topic k (a distribution over words)
D    number of documents
I     number of words in each document
K    number of topics

yt = wtF
yt = θt(w)TF

ɸ    voxel noise parameter
yt   brain image during trial t
wt,j source j’s weight during trial t (unsupervised)
wj,k source j’s weight on topic k (supervised)
t   topic vector for word experienced during trial t
ψs,t  mental context during study of word t
ψr,t  mental context during recall of word t
μj   source j’s center location
λj    source j’s width
T   number of trials
J    number of sources
K   number of topics
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Models of evolving neural activity.  The sources’ center 
and width parameters are held fixed across trials. In the un-
supervised model, the source weights vary independently to 
explain each image.  In the supervised model, the source 
weights vary as a function of the semantic attributes of the 
word experienced as the images were collected.  The study 
and recall models account for drifting mental context by in-
troducing an additional autocorrelated latent variable.  In the 
recall model, the mental context associated with the word 
being recalled is reinstated and influences the way in which 
mental context drifts.
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ReconstructionOriginal

Unsupervised reconstructions.  Just a few hundred latent sources 
capture most of the variability in a 50,000-voxel image.
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Results
Decoding model
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Decoding topic vectors from 
brain images.  After fitting the 
model to training data7, we treat the 
model parameters as observed and 
compute a posterior distribution 
over topic vectors (or mental con-
text).

0.0 0.2 0.4 0.6 0.8

−4

−3

−2

−1

0

1

Correlation

N
or

m
al

iz
ed

 lo
g 

p(
w

or
d)

an
im

al

bo
dy

pa
rt

bu
ild

ing

bu
ild

pa
rt

clo
th

ing

fu
rn

itu
re

ins
ec

t

kit
ch

en

man
mad

e
too

l

ve
ge

tab
le

ve
hic

le
animal

bodypart

building

buildpart

clothing

furniture

insect

kitchen

manmade

tool

vegetable

vehicle

be
arca

t
co

w
do

g
ho

rse ar
mey

e
foo

t
ha

ndleg

ap
ar

tm
en

t
ba

rn

ch
ur

ch
ho

us
e

igl
oo

ar
ch

ch
im

ne
y

clo
se

t
do

or

wind
ow co

at
dr

es
s

pa
nt

s
sh

irt
sk

irtbe
d
ch

air de
sk

dr
es

se
r

tab
le an

t
be

e
be

etl
e

bu
tte

rfl
y fly

bo
ttl

e
cu

p
gla

ss
kn

ife
sp

oo
n
be

ll
ke

y

re
fri

ge
ra

tor

tel
ep

ho
ne

watc
h

ch
ise

l

ha
mmer

pli
er

s
sa

w

scr
ew

dr
ive

r

ca
rro

t

ce
ler

y
co

rn

let
tu

ce

tom
ato

air
pla

ne

bic
yc

leca
r
tra

in
tru

ck
bear

cat
cow
dog

horse
arm
eye
foot

hand
leg

apartment
barn

church
house
igloo
arch

chimney
closet
door

window
coat

dress
pants
shirt
skirt
bed

chair
desk

dresser
table

ant
bee

beetle
butterfly

fly
bottle

cup
glass
knife

spoon
bell
key

refrigerator
telephone

watch
chisel

hammer
pliers

saw
screwdriver

carrot
celery

corn
lettuce
tomato

airplane
bicycle

car
train
truck

0 1 2 3 4 5 6 7 8 9 10 11
0.0

0.1

0.2

0.3

0.4

0.5

n off diagonal

N
or

m
al

iz
ed

 c
ou

nt

0 1 2 3 4 50.0

0.1

0.2

n off diagonal

N
or

m
al

iz
ed

 c
ou

nt

Posterior probability as a function of correlation.  Correla-
tions are between the actual word’s topic vector and the topic 
vector for each alternative word.

Confusion matrices.  These panels summarize decoding errors 
by category (top) and word (bottom).  The right panels display 
the mean (normalized) counts as a function of the positional 
distance from the diagonals of the confusion matrices.
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