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Introduction & overview

Methods
We examined recordings from neurosurgical patients as they played a virtual
navigation game, Yellow Cab. We constructed feature vectors comprised of:

- spectral features of LFPs
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Results Summary & conclusions
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Figure 4. The leftmost panels display the mean 10-fold cross validation accuracy obtained using feature vectors comprised of spectral features of the local field potential (LFP), single-neuron firing rates N9 accuracy (using all 1,484 fegtur.es) was ap-
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